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Abstract

Statistical Energy Analysis (SEA) is a powerful tool to describe energy sharing in a complex structure. To
apply this method, the structure must be divided into subsystems. One of the main drawback of this method
is the difficulty in finding subsystems which verify SEA assumptions. Moreover, the weak coupling between
subsystems is not well defined despite it being one of the most important assumptions of SEA. This paper
deals with the derivation of a tool to aid decision-making in SEA substructuring. It is based on a cluster
analysis to classify energy transfer functions and on principal component analysis (PCA) to reduce data
size. The method is applied to three test cases: an L-shaped plate, an assembly of three plates and a complex
thin shell structure.
r 2005 Elsevier Ltd. All rights reserved.
1. Introduction

Statistical Energy Analysis (SEA) was first introduced by Lyon and Maidanik [1] and Smith [2]
in the early 1960s. The power flow between two independently and randomly excited harmonic
oscillators was calculated assuming a linear coupling. An equation linking power flow and energy
of the subsystems was established. Then the model was extended to the problem where two
multimodal systems interact.
One of the main difficulties in applying SEA to complex industrial structures is the lack of

methodology in substructuring. Indeed, as Langley [3] defined it, an SEA model has to be divided
see front matter r 2005 Elsevier Ltd. All rights reserved.
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into reverberant subsystems connected by a weak coupling. Subsystems are usually defined as
groups of modes or wave types having approximately the same energy. The impedance mismatch
between subsystems has to be high enough so that mode shapes of uncoupled subsystems are not
modified by the coupling. Subsystems must have a moderate damping: high enough to have an
impedance mismatch between subsystems, but low enough to have a reverberant subsystem.
Several papers deal with the derivation of coupling loss factors (CLFs) in order to estimate the

coupling strength between two subsystems. Mace [4] has introduced four distinct strengths of
coupling and two coupling parameters which govern the transition between them. The coupling is
defined by reflection and transmission coefficients and coupling parameters depend on
transmission coefficient and on subsystems modal overlaps. Finnveden [5] has studied
ensemble-averaged vibration energy flows in a three-element structure and found a coupling
parameter close to Mace’s. He showed that the SEA hypothesis is true if the coupling is weak
between two reverberant subsystems. Langley [3] has given a definition of weak coupling based on
Green’s functions: the coupling will be said to be weak if there exists a small parameter � such that
the Green function jGijðx; y;oÞj2 is of order oð�nÞ, where n represents the minimum number of
couplings which separate subsystem i from subsystem j.
Maxit and Guyader [6,7] have presented an approach based on the use of the dual modal

formulation (DMF) applied to two coupled subsystems to determine the modal coupling
coefficients. In the case of complex subsystems, FEM can be used to deduce the CLFs.
Experimental determination of CLF have also been developed. For example, Bies and Hamid

[8] determined loss and CLFs of coupled plates. The inversion of SEA equations was used as basic
method (the power injected method, PIM) to identify CLF from measured energies. Fahy, James
and Price [9,10] have shown that, when one subsystem is subject to impulsive excitation, the time
delay in the rise of the kinetic energy in the indirectly excited subsystem can be used as an
indicator of coupling strength.
All these works suppose the a priori knowledge of subsystems. But the identification

of subsystems is not obvious in complex industrial cases. The present paper deals with a method
to determine the number and the location of subsystems of a complex structure. This method
is based on cluster analysis, that is a classification tool used to find groups in a database [11,12].
K-means algorithm [12] classifies a database of N vectors described by M variables in K groups or
clusters. Finally, two data points contained in the same group are more similar than two data
points contained in two different groups. Dissimilarity between two data points is measured by
their Euclidean distance. This method is applied to three different cases: a classical L-shaped
plate, an assembly of three plates and a complex thin shell structure.
2. Kinetic and strain energies

As SEA deals with energy sharing, it seems relevant to use energy transfer function in order to
detect points having the same behavior and thus belonging to the same subsystem. For numerical
simulation, kinetic and strain energy can be calculated but, in experimental SEA, only kinetic
energy can be measured. The energy balance is correct in both cases and, generally, one assumes
equality of strain and kinetic energies. This is probably true for the global energy of an isolated
subsystem excited by white noise, but there is no evidence of this when subsystems energies are
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considered and even more for energy density (ratio between energy of an element and its surface
or volume). Experimental methods to estimate CLF like Power Injection Method (PIM) assume
that kinetic energy correctly represents energy sharing between subsystems, but if this assumption
is not verified the results cannot be correct. Inversely, SEA predictions cannot be verified
experimentally, even if CLF are exact, if subsystems energies are not well estimated.
As we want, in the present approach, to compare the behaviors of each element of the structure

to find subsystems, it is relevant to use a local quantity. Thus, it is important to verify if kinetic
energy is sufficient to correctly describe the energy flow between elements or if it is necessary to
compute total energy.
Some numerical simulations have been carried out to evaluate the kinetic and strain energies in

a system excited by a point force. When a finite element is used, kinetic and strain energies of
element ei can be defined as

Eei

k ðoÞ ¼
1
2
o2WT

ei
Mei

Wei
, (1)

Eei
s ðoÞ ¼

1
2
WT

ei
Kei

Wei
, (2)

where Wei
is the nodal displacement vector of element ei and Mei

and Kei
are, respectively, the

mass and stiffness matrices associated to element ei. In the following, the energy densities per
element will be taken into account. The kinetic and strain energy densities per element is
calculated dividing contribution of each element by its associated area in order to have a quantity
independent of mesh size

Ē
ei

k ðoÞ ¼ Eei

k ðoÞ=Sei , (3)

Ē
ei

s ðoÞ ¼ Eei
s ðoÞ=Sei , (4)

where Sei
is the area of element ei. hĒ

ei

s ðoÞi will denote the frequency-averaged kinetic energy
density. In addition, the kinetic and strain energies of the system can be obtained by summing
contribution of each element over the whole system

EkðoÞ ¼
XNe

i¼1

Eei

k ðoÞ, (5)

EsðoÞ ¼
XNe

i¼1

Eei
s ðoÞ. (6)

Let us take two examples to compare kinetic and strain energies. The first one is a simply
supported thin plate excited by a point force. Fig. 1 shows the kinetic and strain energies of the
plate for 500Hz octave band. In this case, the global kinetic energy EkðoÞ is almost equal to the
global strain energy EsðoÞ.
One can see on Fig. 2 that differences between frequency-averaged kinetic and strain energy

densities (hĒ
ei

k ðoÞi and hĒ
ei

s ðoÞi) can become significant especially near boundaries.
For a complex thin shell structure, the equality of strain and kinetic energy densities is almost

achieved in flat areas (A-zone, Fig. 3). Nevertheless, in curved zones (B-zone), the frequency-
averaged strain energy density is higher than the frequency-averaged kinetic energy density. The
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Fig. 1. Comparison between kinetic and strain energies of a simply supported plate (a ¼ b ¼ 1m; h ¼ 10mm). 500Hz

octave band.
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Fig. 2. Differences between hĒ
ei

s ðoÞi and hĒ
ei

k ðoÞi of a simply supported plate ða ¼ b ¼ 1m; h ¼ 10mmÞ. Frequency

averaged over 500Hz octave band.
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opposite situation appears in high velocity zones (C-zone). Industrial structures are often more
complex than this test case, including structural heterogeneities for example. Thus, in the present
approach, it is important to estimate both kinetic and strain energies in order to correctly describe
energy sharing through the structures.
However, differences between frequency-averaged kinetic and strain energy densities decreases

with frequency (see Fig. 3), even if, up to 1000Hz, it still remains significant (especially in the
B-zone). Using only the kinetic or strain energy densities can give, at low frequency, a wrong
description of the energy sharing in a complex structure. Thus, the total energy density (sum of
kinetic and strain energy densities) will be used in the following.
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Fig. 3. Differences between hĒ
ei

s ðoÞi and hĒ
ei

k ðoÞi of the complex test case. Frequency averaged over 250, 500 and

1000Hz octave bands.
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Fig. 4. Total energy density in dB (ref ¼ 1). Frequency averaged over 500Hz octave band.
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2.1. Principal components decomposition of the energy transfer functions

To find subsystems, a database composed by energy transfer functions will be classified into
groups of elements having the same behavior when the structure is excited by different point
forces. To compare and classify energy transfer functions, some parameters describing them must
be used. Regarding this, the principal components analysis (PCA) is a powerful tool to find
automatically independent parameters which describe a database. Then, each transfer function is
projected on the first NP principal components. One obtains NP parameters sorted in importance
order and transfer functions can be classified by comparing their associated parameters (called
PCP parameters: Principal Component Projection). In the following, each database is represented
by the associated PCP matrix. Such a method was applied by Zang et al. [13] to detect default into
a railway wheel.
Let us take the example of an L-shaped plate presented in Fig. 4. This structure, modeled by

1544 finite elements, is excited by a point pure tone force. In order to have a frequency description
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of the energy densities in the octave band centered at 500Hz, calculations were made at 234
frequencies in the octave band. The frequency-averaged total energy densities are presented in
Fig. 4. The energy transfer matrix is then composed of 1544 columns of transfer functions and 234
frequency lines. The following procedure is then applied.

2.1.1. One excitation point

The matrix E (with N rows and M columns) composed by N energy transfer functions and M
frequency lines is considered. The component positioned row i and column j is denoted eij. A PCA
of this matrix will be applied. In the following, the PCA will correspond to the projection of the
normalized matrix ~E in the space of eigenvectors of a square correlation matrix C defined as the
product ~E

T ~E.
The mean value of the jth column (resp., the standard deviation) is defined, respectively, as

below,

Ēj ¼
1

N

XN

i¼1

eij, (7)

S2
j ¼

1

N

XN

i¼1

ðeij � ĒjÞ
2. (8)

Each element eij of the matrix E can be normalized as expressed in Eq. (9) and becomes a
variation matrix ~E

~eij ¼
eij � Ēj

Sj

ffiffiffiffiffi
N
p . (9)

The correlation matrix is then defined as

CM�M ¼ ~E
T

M�N
~EM�N . (10)

The eigenvectors and eigenvalues are finally calculated and sorted in a descending order. A couple
composed by an eigenvalue li and its associated eigenvector Wi is called principal component. One
has

CWi ¼ liWi. (11)

The most important principal component is the first one, it indicates the direction having the
maximum variability in the database. Then the normalized matrix ½ ~E� can be projected on the P
first eigenvectors

PCPN�P ¼ ~EN�PWP�P. (12)

Using PCA, each transfer function of the matrix can be described by the first NP PCP parameters.
Fig. 5 presents three energy transfer functions (ETF1, ETF2 and ETF3) extracted from the

transfer matrix and theirs associated PCP parameters.
As one can see on Fig. 5(a), the energy transfer functions ETF1 and ETF2 have close behaviors

whereas ETF3 is very different. These differences can be also observed on the associated PCP
parameters. Indeed, Fig. 5(b) shows that PCP of ETF1 and ETF2 are almost equivalent whereas
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Fig. 5. Example of energy transfer functions (a) and their principal component decompositions (representation of the

25PCP parameter values for each transfer functions) (b) - -: energy transfer function ETF1; — black: ETF2; — gray:

ETF3.
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they differ from ETF3 on PCP parameters number 1, 2, 5 and 7. Thus, it is possible to classify
energy transfer functions by comparing their associated PCP parameters.

2.1.2. Several excitation points
The structure is excited by several different uncorrelated point forces. For each excitation point,

a PCP is carried out and a PCP matrix is obtained. The global database is constructed assembling
matrices PCPN�P obtained for each excitation i

DN�ðP1þP2þ���þPnÞ ¼ ½PCP
1
N�P1

PCP2
N�P2

. . .PCPn
N�Pn
�. (13)

In SEA, modal energy is used rather than energy density. However, the estimation of number of
modes in a frequency band for each group of elements is quite difficult with global modes and the
modal energy per subsystems cannot be obtained easily. The PCP permits to describe energy
transfer functions by parameters. It has been demonstrated [14] that the first PCP parameter is
proportional to the difference hĒ

ei

t ðoÞi � hĒtðoÞi (difference between energy on an element and
energy of the structure). Other PCP parameters are more difficult to interpret but the number and
the position of picks in the frequency band are necessarily described by PCP parameters. On
account of these remarks, it has been chosen to do substructuring with energy density transfer
functions rather than with an estimation of modal energy per group of elements.
The energy transfer matrix (size 1344� 234) is replaced by the PCP matrix (size 1344� 25) to

classify the different elements of the structure. Taking into account only the 25 first principal
components does not lead to a significant loss of information because they represent 99% of the
variability of the database. This is a considerable reduction of the size of the database without a
real loss of information. Moreover, the reduction can be more drastic. In order to simply
understand the substructuring technique, only the two first PCP parameters will be used in the
following. Obviously, in real application the method has to be applied with more PCP parameters.
Fig. 6 shows the first PCP parameter of the energy transfer database as a function of the second
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Fig. 6. First PCP parameter as a function of the second one for every transfer functions of the database. gray þ:

measuring points located on plate 1; black �: measuring points located on plate 2 (Table 1).
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one. As one can see on Fig. 6, even if the reduction of information is extreme, it is easy to
differentiate the two plates.

2.2. Cluster analysis: A classifying tool

A lot of algorithms exist to classify a set of data into groups having almost the same behavior.
Despite its simplicity, k-means algorithm is one of the most commonly used in cluster analysis
[15]. Its basic concept is very easy to understand but, for sake of simplicity, the process will be
illustrated using only the two first principal component of the decomposition (Fig. 6). Obviously,
cluster analysis could be done in a N-dimensional space.
Cluster analysis is the process of partitioning a database of N points represented by P

parameters into K groups or clusters. Each cluster is represented by its mass center. The k-means
algorithm is in three steps

Step 1: An initial partition is done, that is to say that K data points are chosen to be the mass
centers of clusters. Many different methods could be used to choose initial mass centers and a
comparison of them is described in Ref. [16]. In the following, mass centers will be chosen
randomly (Fig. 7(a)).

Step 2: Each point is assigned to the cluster whose mass centers is nearest (Fig. 7(b) for the first
iteration).

Step 3: Position of the mass centers is then updated (Fig. 7(c) for the first iteration). This is
simply done by averaging positions of each points of the cluster along each dimension.
The second and third steps are repeated while the positions of mass centers are not stabilized

(Figs. 7(c)–(f)).
When the classification is done, it is easy to visualize groups of points of the plate belonging to a

cluster. The substructuring of the L-shaped plate is presented in Fig. 8.
One has to bear in mind that this substructuring has been done with a particular initial partition

and with only two parameters describing transfer functions.
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Fig. 8. Substructuring of the L-shaped plate for 500Hz octave band.
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Substructuring depends on initial position of mass centers and could be slightly modified
according to them. In order to overcome this drawback, several substructuring have been done for
different initial partitions. The one which minimize the validity index M is taken as the optimal
one. Index M is given by (see Ref. [17])

M ¼
XK

j¼1

X

xi2Cj

kxi � X jk, (14)
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where K is the number of clusters, xi are the coordinates of point i and X j are the coordinates of
mass center j.
3. Best number of subsystems

3.1. A weak coupling criterion: The g criterion

The substructuring of an L-shaped plate is obvious and the a priori number of subsystems is
known. But, in the major part of applications it is not the case. Thus, the cluster analysis should
be done with different number of clusters and an index should be developed in order to find the
optimal number of subsystems of a given structure. Standard case of a L-shaped plate is
considered as a validation case because it has been intensively studied and a lot of data are
available. In particular, Mace [4], Mace and Rosenberg [18] and Finnveden [5] have defined a
coupling parameter g which can be used to give an estimate of the coupling strength between two
edge coupled plates. This criterion is given by

g ¼
tij

p2MiMj

, (15)

where Mi ¼ ZioniðoÞ, Zi is the damping loss factor and niðoÞ is the modal density of plate i and tij

is the transmission coefficient.
For the assembly of two plates, the coupling parameter g is a function of frequency and

damping coefficient as it is shown Fig. 9 for the plates described in Table 1.
The coupling between the two plates is considered to be weak if go1. Thus, for a given

frequency, it exists a limit of damping under which coupling is too strong to consider the two
plates as different SEA subsystems. Two cases are taken into account in the following:
�

Fig
strong coupling case for 500Hz octave band and damping coefficient equal to 0.5%,

�
 weak coupling case for 500Hz octave band and damping coefficient equal to 3%.
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. 9. Coupling parameter g as a function of frequency and damping coefficient for the assembly described in Table 1.
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Table 1

Characteristics of the plates of the L-shaped assembly

Plate 1 Plate 2

Length (m) 0.8 0.6

Width (m) 0.8 0.8

Thickness (mm) 1 1

Material Steel Steel

N. Totaro, J.L. Guyader / Journal of Sound and Vibration 290 (2006) 264–289274
Applying a substructuring method, one must find two subsystems in the case of weak coupling
and only one subsystem in the case of strong coupling. Thus, optimal number of subsystems can
vary with frequency or damping. Even for such a simple case, it is finally difficult to a priori know
the number of subsystems.
In cluster analysis, the number of subsystems is used as an input. To overcome this difficulty,

one can propose to divide the system into an increasing number of subsystems and find a
posteriori the optimal number of subsystems as it is done in Refs. [19–21]. The substructuring
which minimizes a validity index will be taken as the best one.
3.2. The mirði; jÞ index: A validity index

The Mutual Inertia Ratio (mir) given in Eq. (17) is a measure of dissimilarity between two
subsystems. It is defined as the ratio of intra-cluster and inter-clusters inertia of two groups of
points of a given partition

mirði; jÞ ¼
I i
intra þ I

j
intra

I
ij
inter

¼

P
xn2Ci

dðxn; giÞ þ
P

xm2Cj
dðxm; gjÞ

Ni dðgi; gijÞ þNj dðgj; gijÞ
, (16)

where Ni is the number of elements in cluster i, dðxn; giÞ is the euclidean distance between point xn

and mass center of cluster i, dðgi; gijÞ is the euclidean distance between mass center of cluster i and
mass center of the union of cluster i and cluster j.
MIR index is defined as maximum value of the mirði; jÞ index.

MIR ¼ maxðmirði; jÞÞ. (17)

The substructuring of a given assembly of plate (see Table 1) into two subsystems is investigated
for different frequency band, different damping and different position of excitation. Each time,
mirð1; 2Þ between plates is calculated. Fig. 10 represents MIR as a function of the g criterion.
According to g criterion, two zones can be defined. Above g ¼ 1, the coupling is strong and

both plates belong to the same subsystem. Below g ¼ 1, coupling is weak and each plate is a
subsystem. Thus, the mirði; jÞ scale index can be divided into three zones.
�
 g criterion is equal to one (weak coupling limit) for a MIR value ranging between 1.3 and 2,

�
 above mirði; jÞ ¼ 2, g criterion is always higher than 1,

�
 below mirði; jÞ ¼ 1:3, g criterion is always lower than 1.
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Thus, one can deduce that mirði; jÞ can be used as an indicator of classification validity in terms of
SEA substructuring
�
 if mirði; jÞo1:3 for a couple of subsystems, one can say that these subsystems are dissimilar
enough to be considered as two different SEA subsystems,

�
 if mirði; jÞ42 for a couple of subsystems, one can say that these subsystems are not dissimilar
enough to be considered as two different SEA subsystems,

�
 if 1:3omirði; jÞo2 for a couple of subsystems, the decision is not clear.

One can see that, for high modal overlap, mirði; jÞ increases and can be higher than 1.3 even if
Mace’s criterion is still lower than 1. When modal overlap is so high, the subsystem is not
reverberant any more and its energy is not constant on its whole surface. In that case, the
assumption of reverberant subsystems is not verified and SEA gives bad results. Heron [22] shows
that SEA over-estimates power flow around a plate or beam network for high frequency. For an
assembly of six rods, SEA is shown to over-estimate exact results up to 60 dB. Thus, it seems to be
appropriate to have two limits of validity for SEA: one for low modal overlap (Mace’s criterion)
and another one for very high modal overlap. mirði; jÞ behavior agrees with such limits. mirði; jÞ
can also be used as an indicator to find the best number of subsystems. In effect, if the highest
mirði; jÞ value (MIR index) is lower than the weak coupling limit defined with the g criterion, then
subsystems have dissimilar enough behaviors to be considered as SEA subsystems. The number of
subsystems which minimize MIR index can be taken as the best one found by the algorithm.
Whereas g criterion is only suitable to simple structures like assemblies of plates, MIR index

does not depend on the complexity of the subsystems and can be applied to any structures. On the
other hand, it is only an indication on the best substructuring with respect to other proposed
partitions. This index is based on mathematical considerations and extends results observed with g
criterion on L-shaped assemblies to more complex structures. It is here supposed that MIR index



ARTICLE IN PRESS

N. Totaro, J.L. Guyader / Journal of Sound and Vibration 290 (2006) 264–289276
calibrated on simple cases can be used as a useful measure of SEA validity for any kind of
structure. This empirical assumption has to be validated: the following parametric study of
mirði; jÞ index tries to demonstrate that mirði; jÞ index is a good indicator of behavior dissimilarity
between subsystems and can be correlated to coupling strength between subsystems.
4. Parametric study of the mirði; jÞ index

To better understand behavior of the mirði; jÞ index (Mutual Inertias Ratio between subsystems
i and j) a parametric study of academic assemblies of plates will be done. Assemblies of
rectangular plates are often taken as reference case in SEA. However, even if these structures are
some of the most simple to apply SEA, they are driven by several parameters like coupling angle,
thickness ratio between plates or frequency. An usually accepted expression of CLFs between two
subsystems, detailed by Wöhle et al. [23], is given by

Z12 ¼
cg1L

poS1
t̄12, (18)

where cg1 is the group velocity of bending wave of plate 1, L is the coupling length, S1 is the area
of plate 1 and t̄12 is the averaged transmission coefficient between plates 1 and 2. The evaluation
of the transmission coefficient is not easy because it depends on assembly (coupling angle) and
plates (thickness) characteristics. As for g criterion, it is difficult to apply formula (18) for
assemblies of non-rectangular subsystems.

4.1. Evolution of the mirði; jÞ index as a function of coupling angle between two plates

Fig. 11(a) presents the sketch of the assembly used to study influence of coupling angle y on
mirð1; 2Þ index.
Rebillard [24] and Ouisse and Guyader [25] established that the coupling angle is a parameter

which can considerably modify behavior of an assembly of plates especially for small angles.
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Fig. 11. (a) Sketch of the assembly (two plates made of steel, width 0.4m) and (b) evolution of the mirð1; 2Þ index as a

function of coupling angle for 1000Hz third octave band.
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Fig. 12. Evolution of coupling loss factor as a function of coupling angle between plates described in Fig. 11(a) for

1000Hz third octave band (damping: 2%). –�–: CLF12; –+–: CLF21. CLF are calculated using Energy Influence

Coefficients and inverse SEA.
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Analysis of the mirði; jÞ index allow us to evaluate the coupling strength between plates. Fig. 11
demonstrates that the coupling strength vary with the coupling angle. mirð1; 2Þ is almost constant
for angles ranging between 901 and 201. Below 201, mirð1; 2Þ decreases and reaches a minimum for
an angle of 71. Below 71, mirð1; 2Þ quickly increases and shows that coupling strength between
plates becomes stronger and stronger. Thus, for 1000Hz third octave, this assembly can be
divided into two subsystems for angles upper than 41, but must be considered as one SEA
subsystem for angles smaller than 41.
These remarks are confirmed by calculating CLF between plates. The CLF are calculated using

the Energy Influence Coefficients introduced by Guyader et al. [26] to evaluate the subsystems
energies when one is excited by a d-correlated force. An energy matrix is build to apply inverse
SEA and deduce CLFs. Fig. 12 presents evolution of CLFs Z12 and Z21 as a function of the
coupling angle (1000Hz third octave band, damping: 2%). It confirms that CLFs between plates
follows the same tendencies as mirð1; 2Þ index. CLFs are almost constant for angle ranging
between 901 and 201, are minimum for angles close to 71 and highly increase for very small angles.
The present approach, using total energy, does not differentiate in-plane and out-of-plane

motions, and thus, it cannot find two different subsystems in the same substructure (an in-plane
subsystem and an out-of-plane subsystem on the same plate for example). It would be possible to
differentiate these motions by calculate in-plane and out-of-plane energies. However, complex
curved structures have in-plane and out-of-plane motions totally coupled and such phenomenon
is restricted to flat plates.

4.2. Evolution of the mirði; jÞ index as a function of thickness ratio between two plates

Let us take the example of two coupled plates of different thicknesses, described in Fig. 13(a).
The thickness ratio between plate 1 (fixed thickness: 1mm) and plate 2 varies between 2 and 10.
Fig. 13(b) presents the evolution of mirð1; 2Þ as a function of the thickness ratio.
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Fig. 13. (a) Sketch of the assembly (two plates made of steel, width 0.4m, thickness 1mm, damping 2%) and (b)

evolution of the mirði; jÞ index as a function of thickness ratio for 1000Hz third octave.

Fig. 14. (a) Sketch of the assembly (two plates made of steel, width 0.4m, damping: 2%); (b) evolution of mirð1; 2Þ
index versus frequency and (c) evolution of coupling loss factor versus frequency, CLF are calculated using Energy

Influence Coefficients and inverse SEA.
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The mirð1; 2Þ index is almost proportional to thickness ratio between plates. The mirð1; 2Þ index
criterion indicates that the assembly can be divided into two subsystems for thickness ratio upper
than 5 or 6.

4.3. Evolution of the mirði; jÞ index as a function of frequency

It is obvious that coupling strength depends on frequency band as predicted by g criterion.
mirð1; 2Þ index of L-shaped coupled plates (Fig. 14) is calculated for 250 to 1600Hz third octave
bands. The evolution of the mirð1; 2Þ index as a function of frequency is presented in Fig. 14.
Fig. 14(b) shows that mirð1; 2Þ tends to decrease with frequency and this is of course an expected

result demonstrating that an assembly of plate must be modeled as one or two SEA subsystems
depending on the frequency band. Fig. 14(c) presents evolution of CLF between plates versus
frequency. Correlation between CLF and mirð1; 2Þ is clear. mirð1; 2Þ is a good indicator of
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coupling strength between plates. It is then possible to define if a substructuring is valid for SEA
analyzing mirði; jÞ and MIR indices.

4.4. Evolution of the mirði; jÞ index as a function of coupling type

In this example, a finite element model is used to calculate response of coupled plates.
Four types of coupling having different stiffnesses will be studied. Coupling types are detailed in
Fig. 15. In the first case, the plates are connected at all nodes of the coupling line. In the second
and third cases, the two plates are connected by twelve welded points modeled respectively by
(a) (b)

(c) (d)

Fig. 15. Coupling line between plates: (a) plates connected at all nodes of the coupling line (fully connected); (b) welded

point modeled by RBE2 elements; (c) welded point modeled by CELAS2 elements and (d) plates not coupled.
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Fig. 16. Evolution of mirð1; 2Þ index as a function of coupling types described in Fig. 15 for 1000Hz third octave band.
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RBE2 (rigid elements) and CELAS2 (springs) elements (torsional stiffness: 1e9Nmrad�1,
translational stiffness: 1e6Nm�1). In the fourth case, plates are not coupled.
Fig. 16 presents the mirð1; 2Þ index in these four cases. The mirð1; 2Þ index clearly decreases with

coupling strength. Moreover, when the plates are not coupled, it tends to a value close to zero as
CLFs.
5. Number of excitation points

In this section, stability of the method necessary to obtain a good substructuring is studied and
lead to a minimal number of excitations points. A simple assembly of three plates is taken as
example (see Fig. 17).
It is necessary to excite complex structures at several different points in order to detect all the

possible subsystems. Indeed, two different subsystems can react in the same manner for a given
excitation and have different behaviors with another excitation point. Principal component
decomposition of energy transfer functions is carried out for each excitation. The Nexc PCP
matrices obtained are gathered into a single matrix which will be used for classification.
The substructuring is done using an increasing number of excitations (1–6, see Fig. 17). The

mirði; jÞ between subsystems is calculated each time. Damping coefficient is set to 3% in order to
have weak coupling between each plate according to g criterion. In this case, obviously, the
method is expected to find three subsystems. Fig. 18 represents results of classification using one
to six excitations.
It can be seen that, with only one excitation point it is impossible to correctly differentiate non-

excited plates. On the other hand, only two excitations are sufficient to differentiate the three
plates. In addition, the substructuring is stable with the increase in the number of excitations. It
can be seen in Fig. 18 that for two to six excitations, MIR index always indicates that the structure
should be divided into three subsystems.
F1

F4

F2

F5

F3
F6

Fig. 17. Mesh of the assembly of three plates and location of excitation points.
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Fig. 18. MIR index as a function of number of subsystems for different numbers of excitations.

A

B

(a)
B

0

0.5

1

1.5

2

m
ir(

i,j
)

subsystem label

mir(A,j) between A and :

(b)

Fig. 19. (a) Substructuring of the three plates structure into 2 subsystems; (b) mirði; jÞ indices between subsystems A and

B. 500Hz third octave band, damping: 3%.
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Consequently, extending this result to an assembly of X subsystems, one can expect that only
X � 1 excitations are sufficient for a good substructuring but a larger number of excitations is
possible. The best number of excitation points is obtained when MIR index does not vary any
more even if the number of excitations is increased.
Let us take the case of three excitations (one excitation on each plate). The analysis of MIR

index indicates that best number of subsystems is three, however it is interesting to see to what
kind of substructures the method leads when two, four and five subsystems are considered even if
they cannot be used as SEA subsystems. Figs. 19–21 present the system substructured into two,
three and four subsystems and some associated mirði; jÞ values.
�
 In the case of two subsystems (Fig. 19(a)), one plate is taken as a subsystem and the two others
are gathered into the second subsystem. As the value of MIR index is slightly higher than
validity limit, this substructuring seems not to be suitable for an SEA application.

�
 In the case of three subsystems (Fig. 20(a)), each plate is found to be a subsystem as it could be
predicted using g criterion (Eq. (15)). The MIR index indicates that this substructuring can be
used for SEA applications. mirðB;AÞ and mirðB;CÞ are almost equal due to symmetry. One can
also see that, mirðA;CÞ is not zero even if these subsystems are not physically connected. The
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Fig. 21. (a) Substructuring of the three plates structure into 4 subsystems; (b) mirði; jÞ indices between subsystems D

and j ðj ¼ A;B;CÞ; (c) –�– coupling loss factors between subsystems D and j ðj ¼ A;B;CÞ, - - -: damping loss factors of

subsystems. 500Hz third octave band, damping: 3%, CLF are calculated using Energy Influence Coefficients and

inverse SEA.

Fig. 20. (a) Substructuring of the three plates structure into 3 subsystems; (b) mirði; jÞ indices between subsystems A and

j ðj ¼ B;CÞ; (c) mirði; jÞ indices between subsystems B and j ðj ¼ A;CÞ; (d) –�– coupling loss factors between subsystems

A and j ðj ¼ B;CÞ, - - -: damping loss factors; (e) –�– coupling loss factors between subsystems B and j ðj ¼ A;CÞ, - - -:
damping loss factors; 500Hz third octave band, damping: 3%, CLF are calculated using Energy Influence Coefficients

and inverse SEA.
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mirði; jÞ value can be interpreted as a measure of dissimilarity between behaviors of two
subsystems under some different excitations. The mirði; jÞ value should decrease when distance
between two subsystems or damping increases. Thanks to Figs. 20(d) and (e), one can remark
that CLFs follow the same tendencies as the mirði; jÞ index. In particular, one can verify that
ZAB is higher than ZAC (indirect CLF) as predicted by mir index. Moreover, as mirðB;AÞ and
mirðB;CÞ, ZBA and ZBC are almost equal. CLF are all lower than damping loss factor (3%).

�
 In the case of four subsystems (Fig. 21(a)), the cluster analysis gathers elements near
boundaries of plate C in the new subsystem D. However, mirðC;DÞ indicates that subsystems C

and D have too similar behaviors to be considered as SEA subsystems. In that case, ZDC is
particularly high (higher than 1 while damping loss factor is 0.03) and others CLF (ZDA and
ZDB) are negative indicating that SEA assumptions are not respected.

It is demonstrated that the mirði; jÞ index can be used as an indicator of coupling strength between
two subsystems i and j. As seen in Figs. 19–21, the limit of SEA validity is relevant in the case of
an assembly of three plates.
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To verify that cluster analysis finds the best partition into k subsystems, two different partitions
are compared in Fig. 22 in the case of two subsystems. The partition proposed by the present
method is compared to an arbitrary one. In both cases, the MIR index and CLFs are calculated.
One can notice on Fig. 22(c) that the MIR index of the arbitrary partition is higher than the one

of the proposed partition. This indicates that, in the case of the arbitrary partition, behaviors of
subsystems are more similar. Fig. 22 shows that CLFs are higher for the arbitrary partition as
assumed by MIR index. Using MIR index, cluster analysis finds the partition into k-subsystems
which maximize the behavior dissimilarity between subsystems.
6. Complex test case substructuring

6.1. 500 Hz third octave band

Complex test case described in this section is presented in Fig. 23. It is composed of a thin shell
having flat and curved parts, some connections are spot welded.
Six excitation points have been chosen to apply the substructuring method. Locations of the

excitations are presented in Fig. 23. The substructuring was done, in a first step, for 500Hz third
octave and for a moderate damping coefficient (5%).
The MIR analysis presented in Fig. 24 shows that the best substructuring found by the

algorithm is divided into two subsystems. In addition, a MIR value lower than unity indicates that
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Fig. 23. Mesh and location of excitations for the complex test case.

Fig. 24. MIR as a function of number of subsystems for the complex test case for 500Hz third octave band.
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subsystems have dissimilar enough behaviors to be considered as SEA subsystems. The resulting
partitions into two and three subsystems are shown in Figs. 25 and 26.
In the case of three subsystems, the substructuring follow physical limits and detect spot welded

plate as a subsystem. However, the MIR index indicates that behaviors of subsystems B and C are
too similar to consider spot welded plate as an SEA subsystem.

6.2. 1000 Hz third octave band

In order to see how the substructuring depends on frequency, 1000Hz third octave band was
considered. Fig. 27 emphasizes that the test case could be divided into 2, 3 or 5 subsystems
respecting criterion MIRo1:3 indicating SEA validity. This means that three partitions are
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Fig. 25. (a) Sub-structuring into 2 subsystems for 500Hz third octave band and (b) mirði; jÞ indices between subsystems
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Fig. 26. (a) Sub-structuring into 3 subsystems for 500Hz third octave band; (b) mirði; jÞ indices between subsystems A

and j ðj ¼ B;CÞ and (c) mirði; jÞ indices between subsystems B and j ðj ¼ A;CÞ.

N. Totaro, J.L. Guyader / Journal of Sound and Vibration 290 (2006) 264–289 285
possible and that some subsystems could be divided into smaller subsystems. Figs. 28–31 show
partitions into 2–5 subsystems for 1000Hz third octave band.
For the two subsystems case, the substructuring is similar to the one obtained for 500Hz third

octave band.
Fig. 29(a) shows that the structure can be divided into three subsystems, spot welded plate can

now be considered as an SEA subsystem. When increasing the number of subsystems, the
substructuring becomes more detailed but some subsystems have too similar behaviors and
cannot be considered as SEA subsystems. For example, in Fig. 31(a), the mirði; jÞ value between
subsystems B and D is higher than the upper limit of validity.
Comparing partitions obtained in both third octave bands, one can see that evolution of the

substructuring with frequency is weak, even if the number of subsystems that can be considered in
SEA analysis tends to increase.
7. Conclusion

Substructuring is a basic step for applying SEA. For plates, some criteria were proposed to help
this operation but for more complicated structures the problem was open. In this paper, a tool for
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Fig. 28. (a) Sub-structuring into 2 subsystems for 1000Hz third octave band and (b) mirði; jÞ indices between
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Fig. 29. (a) Sub-structuring into 3 subsystems for 1000Hz third octave band; (b) mirði; jÞ indices between subsystems A

and j ðj ¼ B;CÞ and (c) mirði; jÞ indices and between subsystems B and j ðj ¼ A;CÞ.

Fig. 27. MIR as a function of number of subsystems for the complex test case for 1000Hz third octave band.

N. Totaro, J.L. Guyader / Journal of Sound and Vibration 290 (2006) 264–289286
substructuring was developed using energy transfer functions and cluster analysis. First of all, the
importance of taking into account total energy rather than kinetic energy has been proved. In
effect, assumption of equality between kinetic and strain energies at any point of the structure can
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Fig. 31. (a) Sub-structuring into 5 subsystems for 1000Hz third octave band; (b) mirði; jÞ indices between subsystems A
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Fig. 30. (a) Sub-structuring into 4 subsystems for 1000Hz third octave band; (b) mirði; jÞ indices between subsystems A

and j ðj ¼ B;C;DÞ; (c) mirði; jÞ indices and between subsystems B and j ðj ¼ A;C;DÞ and (d) mirði; jÞ indices and

between subsystems C and j ðj ¼ A;B;DÞ.
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be quite wrong, especially at low frequency and for curved structures. For high frequency, the
assumption become more and more accurate.
For the proposed method of substructuring, a database of N energy transfer functions matrices

must be constructed experimentally or numerically. For each excitation, a projection on the P first
principal components was done in order to describe each transfer function with P independent
parameters. Using a classification algorithm, a substructuring with different number of
subsystems is carried out. An index (MIR) has been established in order to indicate the best
number of subsystems.
Substructuring of an assembly of three plates demonstrated that the minimal number of

excitations spread over the structure can be estimated to X � 1, if X is the number of subsystems,
in addition, the substructuring is stable for number of excitations higher than X � 1.
It has been also demonstrated that mirði; jÞ index between subsystems i and j follows the same

tendencies as CLFs between subsystems. The mirði; jÞ index is correlated to coupling strengths
between subsystems. Substructuring for different frequency bands have been carried out for a
complex thin shell structure comprising flat and curved panels and welded points. It has been
found that the substructuring slowly changes with frequency.
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One has to notice that the present method only proposes a substructuring which should be
suitable for SEA applications. However, an a posteriori validation of the corresponding SEA
model has to be carried out.
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